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INTRODUCTION

Increase your chocolate consumption and you might win a 
Nobel Prize? 
A very interesting study appeared in 2012 in the distinguished 
journal “New England Journal of Medicine”1. The authors col-
lected a list of countries ranked in terms of Nobel laureates 
per capita from “Wikipedia” and data on per capita yearly 
chocolate consumption from the official website of the “As-
sociation of Swiss Chocolate Manufacturers”. A statistical cor-
relation test was applied thereafter, and, surprisingly, there 
was a close, significant linear correlation (r = 0.791, P<0.0001) 
between chocolate consumption per capita and the number 
of Nobel laureates per 10 million persons in a total of 23 coun-
tries. Moreover, the slope of the regression line allowed them 
to estimate that it would take about 0.4 kg of chocolate per 
capita per year to increase the number of Nobel laureates in 
a given country by 1. The authors concluded that “chocolate 
consumption enhances cognitive function, which is a “sine qua 
non” for winning the Nobel Prize”. But should we all change 
our diet and start consuming more chocolate to increase the 
chances of winning a Nobel Prize?
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What does correlation mean?
Correlation is a statistical term, indicating how strongly pairs 
of variables are related and implicates association between 
two quantitative variables. A common example is height and 
weight; taller people are usually heavier than shorter people, 
which highlights a correlation between height and weight in 
the humankind. A classical example of correlation in vascu-
lar surgery is the size of the aneurysm and its % percentage 
of risk for rupture; bigger aneurysms tend to rupture more 
often. When applying a correlation test in statistics, the re-
searcher needs to answer two basic questions; 1) whether this 
relationship is positive or negative and 2) which is the strength 
of the relationship? A positive correlation indicates that both 
variables increase or decrease in parallel (Figure 1), whereas 
in a negative correlation the change between the two varia-
bles occurs in opposing directions so that increase in one is 
followed by decrease in the other (Figure 2)2. As a result, we 
conclude that height and weight have a positive correlation. 
On the contrary, it has been reported that the incidence of 
diabetes mellitus is rising and at the same time the incidence 
of aneurysms is declining3, underlying a negative correlation. 

Measures of correlation; the correlation coefficient 
In order to measure the direction and strength of the associ-
ation between two variables, a statistical estimator should be 
used, which is generally called “correlation coefficient” (r). It 
ranges from -1.0 to +1.0; r > 0 indicates a positive association, 
r < 0 indicates a negative relationship and r = 0 indicates no 
relationship, while the closer r is to +1 or -1, the more closely 
the two variables are related. As a general rule, r=-1.0 to -0.5 
or r=0.5 to 1.0 indicates a strong correlation, r=-0.5 to -0.3 or 
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r=0.3 to 0.5 indicates a moderate correlation, r=-0.3 to -0.1 
or r=0.1 to 0.3 indicates a weak correlation, while r=-0.1 to 
0.1 indicates a none or a very weak correlation. In any case, 
p value<0.05 indicates statistical significance, which is the 
probability that the researcher has found the observed result, 
or a more extreme one, when the correlation coefficient was 
in fact zero (null hypothesis). However, someone should be 
careful, as statistically significant result does not necessarily 
mean that there is a strong correlation; it simply tests the null 
hypothesis2. 

Which correlation coefficient should I use?
In cases of normal distribution4, the “Pearson product-mo-
ment correlation coefficient”, also called “Pearson correlation 
coefficient” estimates the degree to which a relationship is 
linear. Its main action is to draw a line of best fit through the 
data of two variables and indicate how far away all these data 
points are to this line of best fit. However, it does not rep-
resent the slope of the line of best fit. Basic assumptions of 
Pearson correlation coefficient include that the two variables 
have to be measured on either an interval or ratio scale, while 
they can be measured in entirely different units. Furthermore, 
the two variables should form a linear relationship, which 
can be checked by plotting them on a scatterplot and visually 
inspect its shape. Usually, the one variable is plotted on the 
x-axis (horizontally) and the other variable is plotted on the 
y-axis (vertically).

Moreover, outliers should be taken in to consideration, as 
they might pose a very large effect on the line of best fit and 
largely affect the estimate of Pearson correlation coefficient. 
Additionally, the plot should present fair homoscedastici-
ty, which means that the variances along the line of best fit 
should remain almost the same along the line. Another im-

portant characteristic is that Pearson correlation coefficient 
does not take into consideration whether a variable has been 
classified as a dependent or independent variable. Although 
Pearson correlation coefficient is widely used, it is common 
in some publications to report the coefficient of determina-
tion, r2, which is the square of the Pearson correlation coef-
ficient r (i.e., r2). This index represents the proportion of the 
variance that is shared by both variables and provides a meas-
ure of the amount of variation that can be explained by the 
model. 

The nonparametric version of the Pearson product-mo-
ment correlation is called “Spearman’s rank-order correlation 
coefficient”, (ρ, also signified by rs) and measures the strength 
and direction of association between two ranked variables. 
This is an alternative to the Pearson correlation index, which 
is used when assumptions of the Pearson correlation are vio-
lated. Of note, in cases of non-linear (curvilinear) correlation, 
in which the ratio of change is not constant or when the vari-
able’s distribution is non-normal, the researcher can perform 
a logarithmic or other type of transformation for one or both 
variables. 

Other types of correlation coefficient
In cases of ordinal association between two measured quan-
tities, the “Kendall rank correlation coefficient”, commonly 
referred to as “Kendall’s tau coefficient”, is used and investi-
gates the similarity of the orderings of the data when ranked 
by each of the quantities5. When one variable is continuous 
and the other variable is dichotomous then the “point-biserial 
correlation” should be used. (eg. correlation between a con-
tinuous variable, which is the monthly income measured in 
Euros and a binary variable, which is gender, with males and 
females as categories)6. Additionally, the “biserial correlation”, 

Figure 1. Figure 2.
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which is different from the “point-biserial” correlation”, is rec-
ommended when the dichotomous (binary) variable has an 
underlying continuous distribution; for example, if 0=low in-
telligence quotient (IQ), and 1=high IQ, the researcher should 
use the biserial and not the point-biserial - correlation.

Major pitfalls in correlation analysis or “should I consume 
more chocolate”?
Although many papers might present data on the correlation 
between two variables, some important issues require special 
attention when running a correlation test. First of all, a con-
clusion about individuals should never be reached based on 
group-level data. As a result, a correlation coefficient at coun-
try level, must not be used to reach a conclusion about the in-
dividual level. Therefore, given that no data are known on how 
much chocolate the Nobel laureates consumed, any conclu-
sions are rather speculative. Another major misinterpretation 
of correlation is the idea that it implies causality. Correlation 
only assesses the intensity of association between two vari-
ables and never explains the nature of this agreement7. The 
two variables may show a correlation not because they are in-
fluenced by each other but because they are both influenced 
by the same confounder. As a result, chocolate consumption 
and winning the Nobel Prize do not have a causal relation. In 
order to point out meaningless correlation, researcher use the 
term “nonsense” or “spurious” correlation” in which “no sen-
sible natural causal interpretation can be provided”8. A clas-
sification of correlations has been provided by Haig in order 
to highlight errors in interpreting statistically significant corre-
lations. Consequently, someone has to be very careful when 
dealing with significant associations. 

CONCLUSIONS
The correlation coefficient is a popular measure of the associ-
ation between two variables and can easily summarize a scat-

terplot in a single number. Two main estimators are common-
ly used in research, namely the “Pearson product-moment 
correlation” and its nonparametric alternative version, called 
“Spearman’s rank-order correlation coefficient”. Although 
very simple in implementation and interpretation, researchers 
should clearly understand the assumptions behind conducting 
a correlation analysis and explain them in their methods in 
order to avoid common errors and ecological fallacies.
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